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# РЕФЕРАТ

*Дипломна робота* «Прогнозування первинної інвалідності в Україні з використанням методів регресійного аналізу» *:  
\_\_ сторінок, \_\_ рисунків, \_\_ таблиць, \_\_ джерел.*

***Об’єктом дослідження*** є задача прогнозування часових рядів.

***Мета роботи:*** розробка алгоритму розв’язання задачі прогнозування часових рядів на основі штучної нейронної мережі для прогнозування первинної інвалідності.

***Методи дослідження***: методи апроксимації, методи оптимізації, методи регресійного аналізу.

***У процесі роботи*** реалізовані багатошаровий перцептрон для апроксимації функцій, гамма-згортки рядів; була створена програма для прогнозування і дослідження якості прогнозування часових рядів, вивчені моделі і методи розв’язування задач прогнозування часових рядів; програма випробувана на даних первинної інвалідності в Україні, даних силу вітру, даних щоденної кількості продаж на торгових точках.

***В результаті роботи*** розроблено програмний продукт, призначений для розв’язання задач прогнозування часових рядів. Алгоритм створений на мові **С++**, інтерфейс користувача створений на мові **R** з використанням програмного пакету **Shiny**.
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# ВСТУП

Для вивчення властивостей складних систем широко

використовується підхід, заснований на аналізі сигналів, вироблених

системою. Це дуже актуально в тих випадках, коли математично описати

досліджуваний процес неможливо, але в нашому розпорядженні може бути

деяка характерна спостережувана величина. Тому аналіз систем, особливо

при експериментальних дослідженнях, часто реалізується за допомогою

оброблення реєстрованих сигналів. Наприклад, в медицині — кардіограми, в

сейсмології — коливання земної кори, в метеорології — дані

метеоспостережень.

Часовий ряд - ряд значень будь-яких параметрів досліджуваного

процесу за рівні проміжки часу.

Скалярним часовий рядом називається масив з чисел, що

представляють собою значення деякої змінної , що спостерігається з

деяким постійним кроком по часу, ; . У

аналізі часових рядів виділяються дві основні задачі: задача ідентифікації та

задача прогнозу.

Задача ідентифікації при аналізі часового ряду передбачає відповідь на

питання, які є параметри системи, що породила часовий ряд:

розмірність вкладення, ентропія (перетворення) та інші. Розмірність

вкладення — це мінімальне число динамічних змінних, що однозначно

описують спостережуваний процес. Поняття ентропії пов'язане з

передбачуваністю значень ряду і всієї системи.

Задача прогнозу має на меті за даними спостережень передбачити

майбутні значення вимірюваних характеристик досліджуваного об'єкта, тобто

побудувати прогноз на певний відрізок часу вперед. Є два основні класи

методів прогнозу: локальні і глобальні. Такий поділ проводиться по області

визначення параметрів апроксимуючої функції, що рекурентно встановлює

наступне значення часового ряду за кількома попередніми.

Історично першими були розроблені глобальні методи, в яких на основі

статистичного аналізу пропонувалося використовувати авторегресію, ковзне

середнє і інші. Пізніше в рамках нелінійної динаміки були розроблені нові

практичні методики:

• сингулярний спектральний аналіз (**SSA**), який є глобальним методом;

• локальна апроксимація (**LA**);

• поєднання **SSA-LA**.

Дослідження часових рядів базується на ідеї, що прогнозувати ряд

можна, якщо замість змінних, що входять у вихідну систему, використовувати

так звані вектори затримок спостережень . Є два

варіанти того, як можна подати подати затримку спостережень на вхід до

апроксиматора:

* Використовуючи неявне представлення. Час представляється еффектом,

який він справляє на обробку сигналу, тобто неявним чином. Можна

застосувати згортку до вектора затримок спостережень і отримти одне

число, яке і вважати параметром. Таким чином еффект, який справляе

час на сигнал можна контролювати змінюючи функцію згортки вектора.

* Використовуючи явне представлення. Час має власне конкретне

представлення. Наприклад, система ехолокації кажана посилає

короткий частотно-модульований сигнал, при цьому встановлюючи

єдиний рівень інтенсивності для кожного з частотних каналів на

короткий період FM-розгортки. Для того щоб отримати точну

інформацію про відстань до цілі, проводяться численні порівняння

декількох різних частот, кодованих масивом слухових рецепторів. Коли

відлуння отримується від об'єкта з невідомою затримкою, відповідає

той нейрон (слухової системи), який має відповідну затримку в лінії.

Таким чином оцінюється відстань до обсягу.

# ПОСТАНОВКА ЗАДАЧІ

Розробити та реалізувати метод, за допомогою якого розв’язується наступна задача:

Дані на вхід: - часовий ряд (послідовність значень деякого показника впорядкована по даті фіксування; передбачається, що фіксування значень виконується з однаковим інтервалом), де - елементи ряду,   
- кількість елементів ряду;

Вихід:- функція прогнозування, що будується відштовхуючись від даних на вхід; за аргументи має номер елементу ряду (може бути більшим і меншим за ), а за значення має t-ий елемент цього ряду.

Мають місце дані моніторингу первинної інвалідності в Україні за 24 роки (1992-2015). Для кожної адміністративної території, хвороби та типу населення дані представляють собою часовий ряд вигляду

,

де - значення первинної інвалідності на 10000 населення внаслідок хвороби , зафіксоване у t-му році на певний адміністративній території для однієї з верств населення; - кількість років, упродовж яких проводиться моніторинг (у даному випадку ).

Ставиться задача прогнозування первинної інвалідності на наступний рік.

**Розділ 1. Прогнозування часових рядів**

**1.1.** Огляд методів прогнозування часових рядів
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